Artificial intelligence is a brand new field that is not currently regulated[[1]](#footnote-1). Many people and organisations are pushing toward a governance structure[[2]](#footnote-2) and a responsible AI[[3]](#footnote-3). The idea behind this is that AI models should be comprehensive, explainable, ethical and efficient[[4]](#footnote-4).

The comprehensive aspect aims at protecting the learning model by defining testing and the governance criteria. From a user point of view, the purpose, the decision-making and the rationale should be made intelligible in layman's terms[[5]](#footnote-5). To provide a fair and ethical result, the bias must be removed from the model; and the AI should be able to run continuously and quikly adapt to environmental changes.

Even the big players such as Google[[6]](#footnote-6) and Microsoft[[7]](#footnote-7), are trying to push toward this, and apparently, this cannot come soon enough as there are more and more news about company introducing bias in their model for specific purposes[[8]](#footnote-8). This is not really a new phenomena as research as demonstrated that AI could return utterly biased results[[9]](#footnote-9).

Another phenomena is the bias and error level introduced by machine learning from other machines[[10]](#footnote-10). With the increase of AI around, machines are bound to collect data that was processed and classified by other AIs using other models. This means that this will corrupt the model of the incorporating AI and will lead to a loss of accuracy in the predictions.

AI is a new field of exploration and it will make numerous errors while getting to maturity, but we can already try to put safeguards at all levels to think in terms of ethics to try to end up with reliable, accurate and unbias results.
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